
Genotype Imputation with Multi-label Random Forests
Ekaterina Antonenko and Jesse Read

Laboratoire d’informatique, École Polytechnique, IP Paris

Missing values in Single Nucleotide Polymorphism (SNP) data

Copyright: Scientific DX GmbH, 2020

Single Nucleotide Polymorphism is a genomic variant at a single base position in the DNA.

SNP data is used to study how the genome influences diseases and traits.

Categorical encoding: 0 (dominant-dominant), 1 (dominant-mutant), 2 (mutant-mutant).

Typically: data is high-dimensional p ∼ 105 − 106 and low-sampled N ∼ 102 − 103.
Ordering is important due to linkage disequilibrium.

Missing values occur due to external mechanisms =⇒ we study missing completely at
random case.

Why data is missing?

Errors in sensors.

Errors in data processing.

Combining different studies into one.

Why to impute missing data?

Most off-the-shelf statistical and machine learning methods cannot handle missing values.

Considering only instances with complete information can lead to a loss of necessary
information and can yield a very poor or even empty dataset.

Missing data itself might be of interest.

Imputation methods:

Reference-based: use reference panels of high quality and sequencing covering
(state-of-the-art for human data).

Reference-free: use only data itself (when reference panels are not available, often this is
the case for non-human data).

Reference-free methods

Mode / mean / median

k Nearest Neighbors (kNN)

Singular Value Decomposition (SVD)

MissForest

Denoising Autoencoders (SCDA)

Limitations

=⇒ Poor performance, don’t use other features.

=⇒ It works, but can we do better?

=⇒ It works, but can we do better?

=⇒ Too slow for high-dimensional data.

=⇒ Require complete data for training.

Our approach: Chains of Autoreplicative Random Forests (ChARF)

Autoencoder Denoising Autoencoder

Autoreplicator

Why to use multi-label methods?

Fewer parameters than neural networks (good for low-sampled data).

No need for hidden layers.

BUT... Still need complete data for training. =⇒

Chains of autoreplicators

One window of size ∆ = training part with complete data + testing part with missing
values.

Chain of windows: on each step, stacking ν windows with already imputed values as
additional features.

Ensemble of chains: one forward chain, one backward chain, several random chains.

Results

Datasets used in experiments, p features, N samples:

Name p N

Maize 44,729 247
Eucalyptus 33,398 970
Colorado Beetle 34,186 188
Arabica Coffee 4,666 596
Wheat (Zuchtwert study) 9,763 388
Coffea Canephora 45,748 119

Gridsearch for hyperparameters ∆ and ν:
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Lighter color / higher accuracy

∆: as expected, bigger fraction of missing values → smaller size of window =⇒ can be
estimated theoretically, no need for search.
ν: may be different.

Comparison with other methods:

Conclusion

ChARF is an effective method for missing value im-

putation in SNP data

Low time complexity O(p∆ · ∆) =⇒ works for

high-dimensional datasets.

No need for complete data.
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